Relational Reasoning in a
Nominal Semantics for Storage

Nick Benton' and Benjamin Leperchey?

! Microsoft Research, Cambridge
2 PPS, Université Denis Diderot, Paris

Abstract. We give a monadic semantics in the category of FM-cpos to
a higher-order CBV language with recursion and dynamically allocated
mutable references that may store both ground data and the addresses
of other references, but not functions. This model is adequate, though
far from fully abstract. We then develop a relational reasoning principle
over the denotational model, and show how it may be used to establish
various contextual equivalences involving allocation and encapsulation
of store.

1 Introduction

The search for good models and reasoning principles for programming languages
with mutable storage has a long history [21], and we are still some way from
a fully satisfactory account of general dynamically-allocated storage in higher-
order languages. Here we take a small step forward, building on the work of Pitts
and Stark on an operational logical relation for an ML-like language with integer
references [12], that of Reddy and Yang on a parametric model for a divergence-
free, Pascal-like language with heap-allocated references [14] and that of Shinwell
and Pitts on an FM-cpo model of FreshML [17].

Section 2 introduces MILler, a monadic, monomorphic, ML-like language
with references storing integers or the addresses of other references. Section 3
defines a computationally adequate denotational semantics for MILIler by using
a continuation monad over FM-cpos (cpos with an action by permutations on
location names). Working with FM-cpos is much like doing ordinary domain
theory; although it is technically equivalent to using pullback preserving functors
from the category of finite sets and injections into Cpo, it is significantly more
concrete and convenient in practice. The basic model in FM-cpo gives us an
elegant interpretation of dynamic allocation, but fails to validate most interesting
equivalences involving the use of encapsulated state.

Section 4 defines a logical relation over our model, parameterized by relations
on stores that specify explicitly both a part of the store accessible to an expres-
sion and a separated (non-interfering) invariant that is preserved by the context.
Section 5 uses the relation to establish a number of equivalences involving the
encapsulation of dynamically allocated references, and shows the incompleteness
of our reasoning principle. A fuller account of this work, including proofs, more
discussion and examples may be found in the companion technical report [2].
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Fig. 1. Type Rules for MILler (extract)

2 The Language

MILler (MIL-lite with extended references), is a CBV, monadically-typed A-
calculus with recursion and dynamically allocated references. It is a close relative
of the MIL-lite fragment [1] of the intermediate language of MLj and SML.NET,
and of ReFS [12]. MILler distinguishes value types, T, from computation types,
of the form T7. The storable types, o, are a subset of the value types:

Tu=unit |int |oref |TxT|T7+7|T—>Tr1
o :=1int | o ref
yu=71|Tr

Typing contexts, I', are finite maps from variable names to value types. We
assume an infinite set of locations L, ranged over by £. Store types A are finite
maps from locations to storable types. Terms, GG, are subdivided into values, V,
and computations, M:

Vi=x|nll| ()| (V,V)|in]V |rec f(z:7):7 =M
M:=VV | letz=sMin M |valV |V |refV IV |V =V’
| case V of injz = M ; ingx = M’
|V =V"|V+V']|iszero V

Some of the typing rules for MILler are shown in Figure 1. One can define syn-
tactic sugar for booleans, conditionals, non-recursive A-abstractions, sequencing
of commands, etc. in the obvious way.

States, X, are finite maps from locations to Z + L. We write ing,ing, for the
injections and X[¢ — inzn| (resp.iny,) for updating.
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Fig. 2. Operational Semantics of MILler (extract)

Definition 1 (Typed states and equivalence). If X, are states, and A is
a store type, we write X' ~ X’ : A to mean V/ € dom A, X ~ X' : (0 : A(Y)),
where X' ~ X : (¢ : int) means In € Z.X¢ =ingn = X'l and X' ~ X : (¢ : o' ref)
means W € LY =in 0/ = X0 N X ~ X' : (0 :0'). We say that a state X has
type 4, and we write X : A, when ¥ ~ X' : A.

The restricted grammar of storable types means that if X : A then the part of
X accessible from dom(A) will be acyclic.

The operational semantics is defined using a termination judgement [12]
Yletx <= Min K | where M is closed and K is a continuation term in x.
Typed continuation terms are defined by

Azt M:T7 AFK:(y:7)"
Asbvalz: (z:7)" AFlety=MinK : (z:7)"

and the rules for defining untyped ones are the same with types (though not
variables) erased. Some of the rules defining the termination predicate are shown
in Figure 2.

Definition 2 (Contextual equivalence). Contexts, C[-], are ‘computation
terms with holes in’ and we write C[-] : (A; "+ ) = (A; — - T7) to mean that
whenever A; I'F G : y then A;F C[G]: Tr. If A;TF G 2y for i = 1,2 then we
write A; I'F G =¢ix G2 : v to mean

VrVC[]: (AT Fv) = (4;—FTr)vVXY: A
Y letz<=ClGi]invalz | <= X letx<=C[Go]invalz |



3 Denotational Semantics

We first summarize basic facts about FM-cpos. A more comprehensive account
appears in Shinwell’s thesis [16].

Fix a countable set of atoms, which in our case will be the locations, L.
Then an FM-set X is a set equipped with a permutation action: an operation
7w e — :perms(L) x X — X that preserves composition and identity, and such
that each element x € X is finitely supported: there is a finite set L C L such that
whenever 7 fixes each element of L, the action of 7 fixes x: mex = x. There is a
smallest such set, which we write supp(z). A morphism of FM-sets is a function
f+ X — Y between the underlying sets that is equivariant: Ve.Vr. 7 e (fx) =
I (rea).

An FM-cpo is an FM-set with an equivariant partial order relation C and
least upper bounds of all finitely-supported w-chains. A morphism of FM-cpos
is a morphism of their underlying FM-sets that is monotone and preserves lubs
of finitely-supported chains. We only require the existence and preservation of
finitely-supported chains, so an FM-cpo may not be a cpo in the usual sense. The
sets Z, N, etc. are discrete FM-cpos with the trivial action. The set of locations,
L, is a discrete FM-cpo with the action 7 e £ = 7(¢).

The category of FM-cpos is bicartesian closed: we write 1 and x for the finite

products, = for the internal hom and 0,4+ for the coproducts. The action on

. o . L . . d
products is pointwise, and on functions is given by conjugation: we f = Ar.we

(f (t~1ex)). The category is not well-pointed: morphisms 1 — D correspond to
elements of 1 = D with empty support.

The lift monad, (-), is defined as usual with the obvious action. The Kleisli
category is the category of pointed FM-cpos (FM-cppos) and strict continuous
maps, which is symmetric monoidal closed, with smash product ® and strict
function space —o. We use the same notation for partial constructions on the
category of FM-cpos, defined on the range of the forgetful functor from FM-
cppo. If D is a pointed FM-cpo then fiz : (D = D) — D is defined by the lub
of an ascending chain in the usual way.

We now turn to the denotational semantics of MILler. Define the FM-cpo of
states, S, to be L = (Z + L), the finitely-supported functions mapping locations
to either locations or integers, and write [X] for {S € S | V{ € domX.S(¢) =
X (£)}. The update operation -[- — -] of type S x L x (Z +1L) — S is equivariant
and continuous. The equivalence of operational states at a type of Definition 1
extends naturally to denotational states.

We write O for the flat two-element FM-cpo { L C T}, with the trivial action
and then define the FM-cpo [v], interpreting the type ~, inductively:

[unit] =1 [r1 x 2] = [1] x [r]
[int] = Z [71 + 7] = [71] + [7]
[oref] =L [11 — Tr] =[] = T[r]

TD = (S=D=0) —(S=0)

For terms in context, we define [A; " = G : 4] € [I'] = [v], where [z, :
Tly--.y&n @ Ty is the record {x1 : 1], -+ ,2n : [m]}, inductively. Some of
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Fig. 3. Denotational Semantics of MILler (extract)

the cases are shown in Figure 3. The most interesting case is the definition
of the semantics of allocation. Note that the monad T combines state with
continuations, even though there are no control operators in MILler. However,
explicit continuations give us a handle on just what the new location has to be
fresh for, whilst the ambient use of FM-cpos is exactly what we need to ensure
that this really is a good definition, i.e. that one can pick a sufficiently fresh ¢
and, moreover, one gets the same result in O for any such choice. An equivalent,
perhaps simpler, definition uses the quantification

‘... for some/any ¢ & supp(k) U supp(S) U supp([A; I+ V : o]p)’

Our formulation emphasizes that the notion of support is semantic, not syntactic.
The quantification can be seen as ranging not merely over locations that have not
previously been allocated (as in the operational semantics), but over all locations
that the specific continuation does not distinguish from any of the unallocated
ones, i.e. including those which are ‘extensionally garbage’.

Writing [A;F K : (z:7) "]~ for ASd.[A;2: 7 F K : T7']{z +— d}(\Sd.T) S,
the following is proved via a logical ‘formal approximation’ relation:

Theorem 3 (Soundness and Adequacy). If A;- M : Tr, AjF K2 (x:7)7,
Y:Aand S € [X] then

Yietr<=MinK | <= [A;FM:Tr]{}[AFK:(z:7)][FS=T.

Corollary 4. [A;T'F Gy : 4] = [A; T F Gy 7] implies A;T'F Gy =¢5 G2 .



The denotational semantics validates as contextual equivalences the basic
equalities of the computational metalanguage and simple properties of assign-
ment and dereferencing. It also proves the ‘swap’ equivalence:

ATEVy oy A TEVyiog Ayl x:opref,y:ogoref N : T

AT L let z<ref V7 in (let y<ref V5 in N)
’ =ctx let y<ref Vo in (let z<=ref Vi in N) : T7

But many interesting valid equivalences, including the garbage collection rule

A TEVie A T'EN:TT

x & fuN
A;T'Fletz<ref Vin N =g N:Tr

are, unfortunately, not equalities in the model. The above fails because the model
contains undefinable elements that test for properties like 3¢ € L.S(¢) = inz(3)
(note that this has empty support) and so make the effect of the initialization
visible. The garbage collection and swap equations correspond to two of the
structural congruences for restriction in the m-calculus. One might regard them
as rather minimal requirements for a useful model, but they also fail in other
models in the literature: Levy’s possible worlds model [3] fails to validate either
and, like ours, a model due to Stark [19, Chapter 5] fails to validate the garbage
collection rule.

4 A Parametric Logical Relation

We now embark on refining our model using parameterized logical relations.
Many authors have used forms of parametricity to reason about storage; our
approach is particularly influenced by the work of Pitts and Stark [12] and of
Reddy and Yang [14]. We will define a partially ordered set of parameters, p, and
a parameter-indexed collection of binary relations on the FM-cpos interpreting
states and types: Vp. Rs(p) € S x S and ¥p.Vy.R+(p) C [v] x [7]. We then
show that the denotation of each term is related to itself and, as a corollary,
that typed terms with related denotations are contextually equivalent.

An important feature of the state relations we choose will be that they depend
on only part of the state: this will allow us to reason that related states are still
related if we update them in parts on which the relation does not depend.

One might expect that the notion of support, which is already built into
our denotational model, would help here; for example by taking relations to be
finitely-supported functions in S x S = 1 4 1. Unfortunately, the support is not
the right notion for defining separation of relations. For example, the relation

{51, So | 361,42.51(61) = SQ(EQ) =1inz0 A Sl(é) =inpl1 A SQ(E) = inng}

has only £ in its support, but writing to the existentially quantified locations ‘in
the middle’ can make related states unrelated. Even with only integers in the
store, a relation like {(S7,52) | 3¢, 51¢ = 0 = S2£} can be perturbed by writes
outside of its (empty) support.



Separation logic [6] leaves the part of the store which is ‘relevant’ to a pred-
icate implicit and enforces separation by existential quantification over partial
stores in the definition of the (partial) separating conjunction *. We instead
make the finite part of the state on which our relations depend explicit, using
what we call accessibility maps. Because, as above, relations can ‘follow pointers’,
the set of locations on which a relation depends can itself be a function of the
states. We make no explicit use of support in this section, though working with
FM-cpos allows the use of equality of locations, rather than partial bijections,
in our definitions.

Definition 5 (Accessibility map). An accessibility map A is a function from
S to finite subsets of L, such that:

VS, S €S, (Ve AS, St = 8'0) = A(S) = A(S")
The subtyping ordering <: is defined as:
A< A < VS, A(S) D A(S)

The subtype relation is a partial order, and the function \S.(), abbreviated 0,
is the greatest accessibility map with respect to <:. One source of concrete
accessibility maps is our existing notion of state type:

Definition 6 (Accessible part of a state at a type). If A is a state type,
then Acca : S — Ppin(L) is defined by Acca(S) = U y.p)en Acc(l, 0,5) where

Acc(¢,int, S) &f {¢} and

Acc(l',0,5)if S¢=inpt/
1] otherwise

Acc(, o ref, S) = {Z}U{

Lemma 7. Accp is an accessibility map, and if A C A’ then Accar <: Acca.

Definition 8 (Accessible equality of states). If A is an accessibility map,
we define S ~ S’ : A to mean V¢ € A(S), St = S'4.

Definition 9 (Finitary State Relation). A finitary state relation r is a pair
{|Ir], Ar) where |r] C SxS and A, is an accessibility map, subject to the following
saturation condition: if S; ~ S : A, and Sy ~ S} : A, then (51,52) € |[r] <—
(571, 53) € [r|-

Lemma 10.

1. If A and A’ are accessibility maps then so is ANA’, where VS. (ANA")(S) =
(A(S)) U (A'(S))-

2. TY (S x S, 0) is a finitary state relation.

3. If (|r], A) is a finitary state relation and A" <: A then {(|r|, A’) is a finitary
state relation.

. d . . .
4. ida ef (~a,Acca) is a finitary state relation.



Definition 11 (Separating conjunction). Given two finitary state relations,
r1 = (Jrt], AY) and o = (Jr?|, A%), define r! @ r? = (|rt @ r2|, AL A A?) where

(S1,52) € [rt[ N |r?|

(S1,82) €lrt @r?| {W € {1,2}, A(S;) N A%(S;) =0

Lemma 12. Ifr! and r? are finitary state relations, so is r* @r2. The conjunc-
tion is associative and commutative, with T as a unit.

We now have all the ingredients needed to define the parameters of our
relations. The intuition is that the parameters express that one part of the
store is directly accessible, or visible, and that functions in the context also give
access to other locations. Since we can do anything with visible locations, related
states must be equal on that part. Moreover, we will preserve any invariant on
hidden locations that is preserved by all the functions we can use, provided
that invariant does not also depend on the contents of visible locations. Our
parameters comprise these two components: the set of visible locations and a
hidden invariant.?

Definition 13 (Parameters). A parameter is a pair (A, ), where A is a state
type and r is a finitary relation; we will abbreviate this to Ar. If Ar is a param-

eter, we define the binary relation on states Rg(Ar) & lida ® r| and define
the partial order > on parameters by

Ar> Alr = (ADA)YAN G r=7"a7r")

Definition 14 (Logical Relation). We define the parameter- and typed- in-
dexed family of relations R~ (Ar) by induction over the types:

7zunit(AT) = {(*7*)}

Rint(Ar) = {(n,n) | n € N}
Rirxr (Ar) = {((dy, dy), (d2, d3)) | (d1,d2) € R (Ar) A (df, d3) € Ry (Ar)}
Riri4r (Ar) = {(inydy, inydz) | (dy,d2) € Ry, (Ar)}

{(f1, fo) | VAT > Ar, (v1,v2) € R (A1), (fiv1, f2,v2) € R (A')}
For continuations, we define R (Ar) to be
{(k1, k2) | VA'r'>Ar, (v1,v2) € R (A7), (S1,52) € Rs(A'r"), k1S1v1 = kaSava}

and for computations, R, (Ar) is defined as {(f1, f2) | VA" > Ar, (k1, ko) €
R,7(A'r"),(S1,82) € Rs(A'r"), fik1S1 = fakaSa2}.

3 This is in the style of Reddy and Yang [14]. Pitts and Stark [12] got away with
simpler parameters, adding a new visible location £ to a parameter r by r ® idysy. In
the presence of references to references, this doesn’t work, as it prevents one visible
location pointing to another.



Definition 15 (Relations in context). We define Rp(Ar) to be {(p1,p2) |
V(z; : 7)) € I, (p12i, pox;) € Rr (Ar)} and Ry, (Ar) to be {(vi,v2) | VAT >
AT,V(Pl,pQ) € RF(AIT/)’ (U1p1702p2) € R’Y(AIT/)}'

We now have to prove a number of non-trivial technical lemmas, which we
omit here. These allow us to show that the interpretations of all the MILler
typing rules preserve the logical relation, and hence deduce:

Theorem 16 (Fundamental lemma). If A;T'F G : v, then
Vr. ([A; T F G :A]L[A; TG 7)) € Ry (Ar).

Theorem 17 (Soundness of relational reasoning). If A;T" - G; : v for
1=1,2 and

([A; TGy 9], [A; T FGe:79]) € Rerr-(AT)
then A; ' Gy = Go 2 7.

Accessibility maps are convenient to prove generic results, but working with
specific ones can be a little awkward. In most examples we do not need their full
generality (for example, allowing the accessible locations to depend on the integer
contents of a particular location). We find it useful to generalize the notion of
state type a little, introducing a top type and a simple form of subtyping. This
allows a corresponding generalization of the accessibility map associated with a
state type that suffices to specify the accessiblity maps we need even in tricky
cases in which there are pointers between the visible and hidden parts of the
state, but the invariant does not follow them far enough to be affected.

Definition 18 (Extended storable types). Extended storable types are given
by the grammar « ::= T | int | @ ref. We define an order <: between extended
storable types by: int <: T, aref <: T, and if a <: o’ then aref <: o/ ref.

Definition 19 (Extended state type). An extended state type 6 is a map
from IL to location types which is T for all but a finite number of locations.
Subtyping is defined pointwise.

The types « say how much of the value stored in a location is relevant: T means
that we do not care about the value of the location. For instance, a location has
type T ref if the value it carries is always a location, but we do not specify the
type of this location: it might be an integer or a location.

Definition 20 (Accessibility map for extended state type). The map
Accy is defined as in Definition 6, with the extra clause Acc(¢, T, S) et 0.

Lemma 21. Accy is an accessibility map. If 0 <: ', Accy <: Accy.



5 Examples

Garbage Collection If z is not free in M, and A; ' = M : T, then
I'Fletz<ref Vin M = M : T

We prove that [let z<ref V in M] and [M] are related by Rprrt-(AT), and
we conclude using Theorem 17. Let A'r' > AT be a parameter and (p1,p2) €
Rr(A'r"). We need to prove that ([let x<ref Vin M]p1, [M]p2) € Rr-(A'r").
Let A"r" > A'r') (K1, k2) € R.7(A"r") and (S1,S2) € Rg(A”r"). We have to
prove that

[let x <ref V in M]p1k1S1 = [M]p2kaSe

For ¢ & supp(\' .k1S1[¢ — [V]p]¢)
[let z<=ref V in M]p1k1S1 = [M]p1k1S1[¢ — [V]p1]

because x is not free in M. Since we can pick any such ¢, we actually choose one
also out of Accar(S;) U A, (S;) for i = 1,2. By the fundamental lemma, [M]
is related to itself by Rprr,(AT), so if we prove that (S1[¢ — [V]p1],S2) €
Rs(A"r") we are done.

First, since ¢ € Accan(Si), (S1[¢ — [Vlpi],S2) € idar, and since ¢ ¢
A (S;), (S1[¢ — [V]p1],S2) € r”. By definition of accessibility maps, Accar
and A, are unchanged, so they still do not overlap, which concludes the proof.

Meyer-Sieber 6 We can validate all the Meyer-Sieber examples [4]. We explain
here example 6, which can be translated in MILIler as the program M:

let z<refQin
let almost_add2 <= \z.if z =z
then z :=1
elselet y<!zinlety <y + 2inz := y'in
p(almost_add?2);
let y<!zin
if 12 mod 2 = 0 then diverge,,,;; else val ()

This program always diverges: we prove that ([; 1"+ M : Tunit], Apks.Ll) €
R r-Tunit (0 T). We have, for some fresh ¢:

_ , kS’x if S¢ = inyn for some odd n
[M]pkS = p(p)f ()\S v. { | otherwise ) S — 0

where
ks[l — 1]« if z=14¢
fzks = < ks[l — n+2]xif z # £ and s¢ = ingn
L otherwise
Let A’r't> Ar be two parameters, (p1, p2) € Rr(Ar), (k1, k2) € Ryniet (A7) and
(S1,52) € Rs(A'r"). Welet r" = ' ®({(S1, S2) | S1£ and S2¢ hold even integers},
Accyginty) and prove that

(fa f) S Rint ref—Tunit (A/’I“”)



the proof is then straightforward.

Suppose Atris A3r3 A'r" (03, 03) € Ring ret(A313), (K1, k3) € Runit (A%r),
(S§,53) € Rs(A%r*). As A*ri> Ay (S1,S5) € r* C 7", s0 51 and S5 hold even
integers n; and ny. v = v is a visible location. As A,a <: A.r, £ € Ana(S;),
which entails that v} # . We get

flkiSt = k}SHE — n; + 2]

(S1[¢ — n; + 2], S2[l — n; +2]) € Rs(A*r*), because our invariant is preserved,
and, by non interference, the other parts of the invariant are preserved too, so

fv1k151 = k151 [E — ny + 2} = k‘gSg[é — No + 2] = f’UQk‘gSl

Ezxtended types To illustrate the extended types, we give an example involving
a pointer from the invariant to the visible locations. We show that the following
program M diverges:

let z<ref 0in

let y <ref z in

p

let z<=lyin

if z = z then diverge,,;; else val ()

As before, we prove that ([M], L) € Rrrrunit(T). For any fresh £, £,:

e an .
[M]okS = p(p)t ()\SHU' {;15”* gtier%/ise b > 51

where S| = Si[ly, — {;,{, — 0]. We want to prove that when we reach the
continuation, the value held in ¢, is ¢;. ¢, is given to p, so it must be visible,
but the invariant “/, holds ¢,” is about the location held by ¢,, but not about
what this location holds. We have to define an accessibility map that does not
contain ¢,: the invariant is

dr = ({(S1,S2) | S14y = inLly}, Accyy, T rery)

Secrecy We can prove some examples (very) loosely inspired by the work of
Sumii and Pierce [20] on logical relations and encryption. The idea, though we
certainly do not claim this is a particularly good model of cryptography, is that
encrypted messages are sent through hidden locations. Encrytion is encoded as
writing in a hidden location, and decryption as reading the same hidden location.
The visible locations are the keys the context knows, and the locations in the
invariant the private keys. We can represent public keys by providing a function
that wraps the assignment.

For instance, in the following dummy protocol, A (the first function) sends a
message to B (the second function) containing a fresh key, and B reads this key



and sends a message ¢ using this key. The program M; is

let x <ref 0 in

let ky <ref x in

let cipher < val A(k, n).k := nin

let decipher <=val Ak.lk in

val (A().let ko <=ref 0 in cipher (kp, ko),
A().let k<decipher k in cipher (k,4))

We prove that M; is equivalent to My, which shows that the information
written in k is not accessible from the context, thus kept secret.* An easy cal-
culation gives, for fresh ¢, and ¢;:

[Mi]kS = kS[ly — £y — 0](¢™, ¢F)

where
¢4 = X% kS.kS[ly — £y — 0] % for a fresh £,

kS[f — i]x if S6, = ing¢
B _
¢ = AxkS. { 1 otherwise

Let Ar be a parameter (k1,k2) € R, 7 (Ar) and (51, 52) € Rs(Ar), where
7 = unit — Tunit is the type of the processes A and B. The invariant dr says
that ¢, holds a reference to an integer, which makes ¢, and, later, ¢, secret. Let
" =r®dr, and S} = S;[l, — £, — 0]. Of course (571, 55) € Rs(Ar'). If we show
that (¢4, ¢*) and (¢F, ¢¥) are in R, (Ar’), then we are done.

Let A"r" > Ar') (k{,kY) € Ryniet (A"r") and (S7,S55) € Rs(A”"r"). We
write 7" = r ® dr @ dr’. We can pick a fresh ¢, such that, for both i = 1, 2:

¢ kS = k!SI [0y — £, — O]

It is easy to check that the new states are still related by Rs(A”r”): they are
in dr, they also are in the other parts of the relation ida., r and dr’ thanks to
the separating condition, because the only locations that were changed are /3
(which is in A4,-S;) and £, (which was fresh), and there is no new cross pointer
between these parts. This gives (¢4, ¢?) € R, (Ar").

The same holds for ¢P and ¢F because the relation dr only states that £,
holds an integer, not which integer. We get the expected contextual equivalence
of My and Mos.

On the other hand, if the key is public, i.e. we give an encryption function
to the context, then the secrecy is broken: the opponent can write a message
to B, giving it a channel it can read, so that the value 7 written by B can be
deciphered afterwards. We give to the context (as a third element in the tuple)
the function

public_cipher = An.cipher (k;,n)

4 The equivalence of two pairs of functions of type unit — Tunit with no free loca-
tions is not completely trivial: each pair might have differing intertwined termination
behaviour, depending on hidden state.



public_cipher does not respect the relation Rg(Ar'):
public_cipher (kS = kS[l, — €]

Iy certainly points to a reference to an integer after it is called, so it is in dr
as before, but now this reference is ¢, which is visible (since it is given by the
context), so the separating condition between ida and dr no longer holds.

Snapback. Our logical relation fails to capture the irreversibility of state changes,
which is a source of incompleteness relative to contextual equivalence. Consider
the element ‘snapback’ of [(unit — Tint) — Tunit] defined by

snapback f kS = f x (AS"An.k Sn)S

Snapback calls its argument f, passing it the state S and a continuation that
will set the state back to S, discarding any updates made by f. Snapback is
not definable, but it is parametric: assume A’r’ > Ar are parameters, (f1, f2) €
Runit—»Tint(Ar)7 (k‘l, k‘g) S RimT (A/’I"/) and (Sl, 52) S Rg(A/T/). We only have to
show that the continuations A\S’'n.k;S;n are related by Ry (A'r’). Let A”r" 1>
A'r" and (S7,5%) € Rs(A”r"”). The only values related by Rin(A”r") are
(m,m) for some m € N. We have (AS'n.k;S;n)S)m = k;S;m, and, since (k1, k2) €
RineT (A'r") and (S71,52) € Rs(A'r"), k1S1m = kaSam, so we're done.

The fact that our relation does not eliminate snapback prevents us from
proving some useful and valid contextual equivalences. For example, ; p : (unit —
Tint) — Tunit) - M = N : Tunit where

M =let x<ref0in
p(A-.x:=1; 0);
let y<!zin
if iszero y then val () else diverge

N =p (A_.diverge;,;)
unit

but this is not provable with our relation, as if p is snapback, then M con-
verges and N diverges. Intuitively, the problem here is one of linearity: note that
snapback duplicates S and discards S’.

6 Discussion and Further Work

There is much related work on the semantics of Algol-like languages; we can
only pick out a few relevant highlights. Meyer and Sieber [4] gave a model for
an Algol-like language with local integer variables which was based on a notion
of ‘support’ and a refined model based on the preservation of (unary) predicates
on stores that depend only on a finite number of locations. Reynolds [15] and
Oles [9] pioneered the functor-category, or possible-worlds approach to modelling
storage, further developed by O’Hearn and Tennent [7] and Sieber [18] to incor-
porate relational parametricity. This gives a good semantics for the locality of
local variables but, like our relation, still does not account for the irreversibil-
ity of state changes: essentially the same snapback example as we have given



above causes incompleteness. Reynolds and O’Hearn [5] gave models via trans-
lations from Algol-like languages into a predicatively polymorphic linear lambda
calculus, ruling out snapback. Pitts [10] used that idea to give an operationally-
based logical relation for an Algol-like language that is complete for contextual
equivalence. Following [5,10], we believe a relatively small modification to the
logical relation (involving lifting of states) may rule out snapback in our model
too (strict relations over pointed cpos give a rather weak model of the poly-
morphic linear lambda calculus, but as snapback relies on both contraction and
weakening, this seems to suffice), but we have not yet worked through all the
details.

General dynamic allocation is more complex than the stack-structured local
variables of Algol. Pitts and Stark [11,19] introduced the v-calculus, a simply-
typed (and recursion-free) CBV lambda calculus with dynamic generation of
pure names. They present both operational logical relations and monadically-
structured denotational models, based on parametric functor categories, for the
v-calculus. We have already mentioned their later work [12] and that of Reddy
and Yang [14], from which we drew much inspiration. Levy [3] has given an
adequate, but non-parametric, possible-worlds semantics for an ML-like language
with storage of arbitrary values, including functions. Our FM-cpo semantics for
MILler derives from a model for FreshML due to Shinwell and Pitts [17, 16].

Although most of the pieces of our model and logical relation are closely
related to ones in the literature, the way they are combined here is novel (possibly
the first domain-theoretic, parametric treatment of dynamic allocation), elegant
and, above all, elementary. Our basic model is considerably easier to work with
than a functor category, and the relational reasoning principle is easy to apply.
We believe our formulation of separation is more powerful than that of [14].

We would like to be able to reason relationally about references to values of
functional (and recursive) types. Appropriate technology seems to exist [13], but
it remains to be seen whether we can apply it successfully in our setting.

We have experimented with a simple inference system for proving expres-
sions are related. Developing this, perhaps using ideas from nominal logic, may
open the way to automated support. We have also looked at methods to prove
the soundness of the effect-based transformations we previously studied opera-
tionally (and rather unsatisfactorily) in [1]. Something can certainly be pushed
through using our current definitions, but making it work smoothly seems to
call for some interesting modifications to our logical relation. We also plan to
investigate more seriously the applications to secure information flow and the
correctness of cryptographic protocols.
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