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Abstract We introduce a Sumii-Pierce-Koutavas-Wand-style bisimulation for the nu-calc-
ulus of Pitts and Stark, a simply-typed lambda calculus with fresh name generation. This
bisimulation coincides with contextual equivalence and provides a usable and elementary
method for establishing all the subtle equivalences given by Stark. We also describe the
formalisation of soundness and of the examples in the Coq proof assistant.
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1 Introduction

Generative local names are ubiquitous: objects (as in Java), exceptions, references (as in
ML), channels (as in the m-calculus), cryptographic keys (as in the spi-calculus or crypto-
graphic lambda calculus) are all first-class things-with-identity that can be generated freshly
within some scope. The v-calculus of Pitts and Stark [33,41] is a simply-typed, call-by-
value lambda calculus over the base types of names, v, and booleans, o, that captures the
essence of this kind of situation in a deceptively minimal way. Names can be generated
freshly, tested for equality and passed around, but that is all; there are no other effects (not
even divergence) in the language. Though austere, the v-calculus can express many impor-
tant aspects of generativity, locality and independence, and has proved to have a remarkably
complex theory. The central problem is to find models and reasoning principles for estab-
lishing contextual equivalence of v-calculus terms.

Names are an abstract type in the v-calculus: contextual equivalence only involves ob-
servations on booleans, and the only way to examine a name is to test it for equality with
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another one. An elementary example of the kind of equivalence we wish to be able to estab-
lish is the following:

~

va.vil.e = vn'.vn.e ¢))

The LHS generates a fresh name, 7, then another, n’, both of which are bound in the expres-
sion e. The RHS is similar, but generates the two names in the opposite order; the equiva-
lence thus expresses that the order in which names are generated is non-observable. Equation
(1) matches one’s intuitions about names, but already requires a modicum of sophistication
to model: the obvious (adequate) denotational semantics that models names as naturals and
interprets expressions in the state monad 7X = N — N x X, passing around and increment-
ing ‘the next free name’, for example, fails to validate it. Moving to the functor category
Set” , where . is the category of finite sets and injections, yields a model that validates (1),
but is still far from fully abstract.

The subtle interaction of generativity with higher-order functions, and the restricted na-
ture of contexts, lead to the v-calculus satisfying various more complex equivalences that
challenge both intuition and our ability to reason formally. The canonical ‘hard’ example is
the following:

va.vi Af:v—o.(fn=fn) = Af:v—o.true ?2)

The LHS generates two fresh names, n and 7, and yields an abstraction that accepts a func-
tion f from names to booleans and returns the result of comparing f n with f n’. One’s first
thought might be that this equivalence holds because any f that is passed to the result of
evaluating the LHS cannot ‘know’ either of the fresh names n and »’, and must therefore
treat them the same; thus the equality test must always return true. But this explanation
is far too naive, as the following program, resulting from plugging the LHS of (2) into a
cunningly-designed context, reveals:

let F=vn.vil . Af:v—o.(fn=fn) 3)
inlet G=Ax:v.F (Ay:v.(x=Yy))
inF G

The whole program does return indeed true, as we would expect if the equivalence (2) is to
hold, but the calls to F that occur inside G actually return false! Furthermore, naive intu-
ition might lead one to believe that the following inequivalence is actually an equivalence:

v Af:v—o.vi'.(fn=fn) % Af:v—o.true

The context (3), where the term bound to F is replaced by each of the terms above, can
be used to distinguish them. In the LHS case, the calls of F inside G will this time return
different values.

Pitts and Stark have established many equivalences using logical relations, both di-
rectly over the operational semantics and denotationally, further refining the functor cate-
gory model mentioned above. Zhang and Nowak [49] define a Kripke logical relation over
a similar functor category model. None of these techniques is complete, however, failing in
particular to prove equivalences such as (2) above. Stark [41] achieved a proof of (2) using a
technique based on operational logical relations that is tailored to fit this particular example,
without an obvious completeness result.

Jeffrey and Rathke [19] define a sound and complete bisimulation for an extension of
the v-calculus with assignment (for which (2) is not a valid equivalence) and observe that
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their analysis “illuminates the difficulties involved in finding fully abstract models for v-
calculus proper”. More recently, the problem has been attacked using game semantics. Laird
[24] constructs a game model using automorphisms of names that is fully abstract for a
language like that of Jeffrey and Rathke. Abramsky et al. [3] use games in the topos of
FM-sets to construct the first model of v-calculus proper that is both fully abstract and can
be used to validate (2). Discrepancies in that model were recently rectified by Tzevelekos
[46]. The proofs of (2) using Stark’s logical relations, the amended games semantics model
of Abramsky et al., and the bisimulation technique we present in this paper are summarised
and discussed by Tzevelekos [47].

In this paper we provide a sound and complete theory for reasoning about contextual
equivalence in the v-calculus using bisimulation, which is rather more elementary than
games in nominal sets. The form of bisimulation we use was introduced by Sumii and Pierce
for proving equivalences in lambda calculi with cryptographic operations [43] and existen-
tial and recursive types [44] and later developed by Koutavas and Wand for reasoning about
untyped imperative higher-order [22] and object [21] calculi. Instead of just being a binary
relation on terms, Sumii and Pierce’s bisimulations are sets of relations, each element of
which intuitively corresponds to a different ‘state of knowledge’ of the surrounding context.
We too will work with sets, 2", of typed relations, R, each of which is annotated by two
sets of (generated) names, s and s'. We remark that, although this kind of bisimulations has
already been shown sound and complete for other languages with ‘difficult’ features, such
as higher-order references, it certainly does not automatically follow that similar results will
hold for the, apparently simpler, v-calculus. The very paucity of contexts in the simpler lan-
guage actually yields a more complex equational theory than is the case for richer ones; it is
easier to achieve completeness for extensions of the calculus (vide supra).

The theoretical development broadly follows that of previous work by Koutavas and
Wand [22,21,23]. We start by defining when a set of relations is adequate — a restate-
ment of the conditions for being contained in contextual equivalence that is arranged to be
establishable by induction. We then investigate the class of all such inductive proofs by ab-
stracting over the actual contents of the sets and attempting a proof construction scheme. By
this process we find proof obligations that the sets should satisfy in order to be adequate.
Our main theorem says that if a set satisfies exactly these conditions, then it is adequate, and,
by soundness, all terms related under the empty stores in this set are contextually equivalent.

Having a provably sound and complete reasoning principle is good, but we also want
something that is usable in practice. A further contribution, beyond the development of the
general metatheory, is that we show that our bisimulation really does give an elementary
method for establishing interesting equivalences, including the tricky (2) above. The proof
of (2) is particularly interesting in making two uses of our technique: the adequacy of an
initial relation is established via that of another. The second relation is used to show that any
argument v: vV — o created by the context outside of the dynamic extent of the functions—
i.e. before n and n’ are revealed to the context—cannot distinguish between the two private
names, even if these names are given as arguments to v. In this way we deduce the crucial
operational fact about how the expression v = vn’ will evaluate via bisimulation-based
reasoning about the equivalence of vn and v r'.

The third contribution is a formalisation of the soundness of the metatheory and of the
examples in the Coq theorem prover. We discuss the formalisation in Section 8; the proof
script is available on the web via the authors’ homepages.
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Fig. 1 Syntactic domains of the v-calculus
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Fig. 2 Typing rules for the v-calculus

2 The v-calculus

The v-calculus is a simply-typed lambda calculus over base types of names and booleans,
extended with a conditional construct and operations for generating and comparing names.
The expression new generates a fresh name, and (n; =ny) returns true when n; and n, are
the same name. We often write Vx.e as an abbreviation of the expression (Ax:v.e) new,!

! Pitts and Stark take vx. e as primitive and define new as vx. x, which results to evaluation trees of different
size. The proof technique we develop here is based on an induction on the size of evaluation trees, but it is not
affected by this difference since the evaluation of all constructs is of size at least one. Therefore the induction
hypotheses are equally applicable in example equivalences in both settings.
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Fig. 3 Operational semantics for the v-calculus

and (e=¢'), when e and ¢’ have type o, as syntactic sugar for
(Ax:0.Ay:0.if x theny else (if y then false else true))ee

Furthermore, we use an overbar to denote sequences. Names are drawn from an infinite set
NAME, of which finite subsets are called namesets. We write s&t for the disjoint union of
namesets s and . All syntactic domains of the v-calculus are shown in Figure 1.

The typing judgement s;I" | e: T states that the expression e has type T under the
nameset s and typing environment I". The typing rules are standard and shown in Fig-
ure 2. We write Ax:T.e for the abstraction Ax;:Tj....Ax,:T,.e and T —T for the type
hi—...—T,—T.

The evaluation judgement s+ e ¥ (f) w states that the closed, well-typed expression e,
under the nameset s, terminates with the value w, generating the set of fresh names ¢ in
the process. The judgement further records that the size of the evaluation tree is less than
k. We write s e |l (1)w when there exists some k for which s e |}¥ (£)w, and s e, when
skell (t)w, for some ¢ and w. Figure 3 shows the evaluation rules of the v-calculus.

Typing is stable under the addition of names. Evaluation preserves types, and is stable
under the addition and removal of unused names. It is also total and deterministic, modulo
fresh name generation.

Lemma 2.1 Ifs;I'-e:T and sNsg =0 then s®so; I Fe:T.
Proof By inductionon s;I" Fe:T. a

Lemma 2.2 (Type Preservation) Ifs;- - e:T and st-e | (t)v then s®t; - Hv:T.
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Proof By induction on k. O
Lemma 2.3 (Garbage Addition) If s-e | (1) w and sNso = tNso = O then sDsot-e X () w.
Proof By induction on s+ e [}¥ () w. O

Lemma 2.4 (Garbage Collection) If s®so e l}X (t)w and sy N names(e) = O then
ste k() w.

Proof We prove this lemma by proving a more general property. Namely that if s; e }¢ Hw
and so Nnames(e) = O then for all s such that s; = sPso,

skel*()w so Nnames(v) =0
We prove the property by induction on s e |}* () w. ad
Lemma 2.5 (Totality) Ifs; -+ e:T then stel.

Lemma 2.6 (Determinacy of Evaluation at o-Type) If ske | (1) b1, skell (t2) by, and
0;-Fbi:o(i=1,2) then by = bs.

We prove both of the above lemmas simultaneously as in Chapter 2 of Stark’s thesis
[41]. We construct the following unary logical relation:

V(s,0) = {true,false}
V(s,v)=s
V(s,i =) ={AxTi.e | s;-FAxT.e:Ti > Th A
Vs' v e V(sds', T). elv/x] € E(sds', Tr)}
E(s,T)={e | s;-Fe:T A
Jt,w. skell (t)w At,w are unique up to renaming of names in 7}

Lemmas 2.5 and 2.6 are consequences of the following totality lemma for the logical rela-
tion.

Lemma 2.7 Ifs;x:T+e:T ands;-+v:T then e[v/x] € E(s,T).

Proof By inductionon s;x:T Fe:T. O

3 Overview of the Technical Development

In Sections 4, 5, and 6 we develop our theory of equivalence for the v-calculus. We begin
with the standard definition of contextual equivalence (=) for the language (Definition 4.1).
This relates two possibly open expressions e and ¢’ if, when placed in the (single) hole of
any variable-capturing context C and evaluated under any store s, they evaluate to the same
boolean constant:

(3t. sECle] | (t)b) <= (3. sk-Cl'] (1) b)

The quantification over possible contexts, stores, and evaluation trees makes it awkward to
use the definition of contextual equivalence directly in proofs of non-trivial equivalences.
Amongst the problems one runs into are the following:

1. The capturing of free variables makes substitution into contexts hard to work with.
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2. Evaluation may duplicate, or generate more, related values, thus leading one to have to
consider multi-hole contexts.

3. During evaluation the “Kripke world” of the equivalence changes: related expressions
may generate different number of names, some of which may be revealed to the context
and added to its “knowledge”, while others remain hidden from the context.

4. A proof of equivalence would have to reason about intermediate computations.

As in previous work [44,43,22,21,23], we will take an approach that can be seen as hav-
ing a component that addresses each of these issues. The complexity of variable-capturing
substitution is dealt with by restricting our attention to closed values. This suffices because,
as we will prove in Theorem 4.2, one can close open expressions under appropriate number
of abstractions and reason about the closed values instead:

ssxiThe=e T < s;-FAxT.e=AxT.¢ :T—T

Given a relation R over closed values, we use the construction RSt (Definition 4.4)
to generate all multi-hole contexts with related closed values in corresponding holes. This
addresses the second complication.

The construction of (—)* uses name-free contexts, which can only access names re-
lated in R via holes of type v. Hence, we make an important distinction between names in
the knowledge of the context (those related in R) and the rest, known only to the related
terms. Moreover, we annotate relations with the namesets under which the related terms can
be evaluated, forming tuples of the form (s,s’,R) which we call annotated relations. These
tuples represent the Kripke worlds of the equivalence and address the third complication.

With the above, we give a more convenient definition of equivalence which we call Pre-
Adequacy (Definition 4.6) and prove it sound and complete with respect to contextual equiv-
alence. This equivalence is the set of all pre-adequate annotated relations (Definition 4.5);
i.e., the set of all annotated relations (s,s’,R) for which whenever e and ¢’ are program
contexts of type o related in R,

(3t. skell(1)b) < (3. S'H I (F')b)

Pre-Adequacy is a stepping stone towards the definition of Adequacy (Definition 4.10), our
main equivalence, which addresses the final complication for an effective proof technique.

Compared to Pre-Adequacy, Adequacy considers program contexts of arbitrary type,
again drawn from R®?, and requires final values and stores of related computations to be in
extensions of the starting relation R. Thus, it enables reasoning about intermediate computa-
tions that do not necessarily evaluate to constants. Because of this condition, Adequacy can
be seen as a big-step bisimulation.

We show that Adequacy coincides with Pre-Adequacy, and therefore is sound and com-
plete with respect to contextual equivalence. As we discuss in Section 5, this gives us an
effective proof technique of equivalence. Roughly, to prove two terms equivalent, it suffices
to construct a set 2 of annotated relations that relates the terms in question under all stores,
and show that this set is adequate (and therefore included in Adequacy).

The proof that .Z" is adequate can always be organised as an induction on the sizes of the
evaluations of related expression contexts: if an expression context evaluates to a value, then
it must do so with an evaluation tree of a finite size k, giving rise to a mathematical induction
principle. We therefore identify a pair of induction hypotheses, IH - (k) and IH 41 (k), for
the forward and reverse conditions of the definition for adequate sets, such that

Z is adequate <= Vk. IH 9 (k) N IH 51 (k)
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Although usable, the proof technique based on Adequacy relies greatly on intuition to
construct a convenient set that can be shown adequate. We make this task easier by giv-
ing in Section 6 smaller proof obligations for a set of annotated relations to be adequate.
These conditions are necessary and sufficient for any set 2~ to be adequate (Theorem 6.1),
and provide a better guide for the construction of adequate sets. With these conditions we
prove two example equivalences in Section 7, including the difficult one discussed in the
introduction.

4 Equivalence and Adequacy

Here we define contextual equivalence in the usual way and develop a theory of adequate
relations. We then show that the largest adequate relation coincides with contextual equiva-
lence.

4.1 Contextual Equivalence

Contextual Equivalence is a typed binary relation on open terms, indexed by a nameset, type
environment, and type

(=) € NAMESET x TYPEENV — & (EXPRESSION x EXPRESSION X TYPE)

We write s;I" e =¢' : T when (e,¢/,T) € ((=)sI") and similarly for other typed relations.
We also leave implicit the assumption that both terms do actually have the type at which
they are related (i.e. s; " - e: T, and similarly for ¢’) in such judgements.

To define contextual equivalence we first need to define typed contexts. We write s; "
C H?, :T to mean that C[-] is a single-hole context such that whenever s;I"' - e¢: T’ then
s; " F Cle]: T, where Cle] is the capturing substitution of e for the hole in C[].

The v-calculus is normalising, hence, as in [41], we take as our notion of observation
the (in-)equality of final values at type o.

Definition 4.1 (Contextual Equivalence (=)) Write s;I" - e=¢' : T if and only if for all
contexts C with s; - = C[-]%: 0 and boolean values b:

(3t. sECle] | (1) b) < (3t. sEC['] U (t)b).

Note that the generation of fresh names is not directly observable.

Part of the difficulty of reasoning about contextual equivalence is the capturing of the
free variables of terms by the context. The following theorem simplifies the situation, by
allowing us to consider only closed values:

Theorem 4.2 (Expression Closedness) For any two expressions e and € with s;x:T
e :T

six:The=ée:T << s;-FixT.e=AxT.¢:T—T.

The proof of Theorem 4.2 is presented in Appendix A.
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4.2 Pre-Adequacy

Reasoning about intermediate states of v-calculus programs will require us to consider re-
lated values that allocate different sets of names. So, although the definition of contextual
equivalence only involves one nameset, our development of the theory of (pre-) adequate
relations is based on typed relations on closed values, annotated by two namesets

(s,s',R) € NAMESET x NAMESET x Z(VALUEg X VALUEp X TYPE)

Each annotated relation will be used to describe part of our semantic equivalences (i.e. pre-
adequacy and adequacy), since contextual equivalence is defined at every nameset whereas
an annotated relation is defined only at a specific pair of namesets.

We write s,5';- = v RV : T when (s,s', R) is an annotated relation and (v,v',T) € R. The
metavariable 2" ranges over sets of such relations:

2 C NAMESET X NAMESET X &(VALUEg X VALUEy X TYPE)

Definition 4.3 If 2 is a set of annotated relations, the inverse of 2", written 2 ~!, is
defined as

(,s,RYex™ iff (s,5,R) e

An important construction on annotated relations is context closure, substituting related
values into identical, name-free contexts. The context closure of a relation R only allows
contexts direct access to names that are R-related, via substitution into holes of type v. This
makes a crucial distinction between names in the knowledge of the context (i.e. those that
are related in R) and names that are private to the terms.

Definition 4.4 (Context Closure of Annotated Relations) If (s,s',R) is an annotated rela-
tion on closed values, then (s,s’, R™") is the relation defined by

0:;x:THd:T s,s's-FuRu T

s,8's- Fdu/x] R®Vdlu/ /x]): T

Using the context closure of annotated relations we give our definition of pre-adequacy
for the v-calculus, which closely resembles the standard definition of contextual equiva-
lence. In fact, we show that the open extension of pre-adequacy coincides with contextual
equivalence.

Definition 4.5 (Pre-Adequate Annotated Relations) An annotated relation, (s,s',R), is
pre-adequate if and only if for all expressions e and €, such that s,5";- - e R™ ¢ : 0, we
have

(3t. skell(1)b) <= (3. s+ | ()b).

Definition 4.6 (Pre-Adequacy (=)) Write (=2) for the set of all pre-adequate annotated
relations.

To provide a connection between sets of annotated relations and contextual equivalence,
we extend such sets to indexed relations on open expressions.
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Definition 4.7 (Open Extension of Sets of Annotated Relations) If 2" is a set of an-
notated relations, then 2 °° is an indexed relation on open expressions such that s;x: 7 F
e Z°° ¢ : T if and only if there exists R such that

(s,s,R) € X
5,8, (AxT.e)R (AxT.¢): T—T
Vnes. s,s;-FnRn:v

Note that the contexts in the definition of contextual equivalence and the contexts involved
in the definition of pre-adequate relations differ in their treatment of names: the former
may contain any name in the corresponding nameset, while the latter are name-free and
have access only to related names via substitution. The definition above reconciles the two
notions of context by requiring R to be the identity on all names in the namesets.

Theorem 4.8 (Soundness and Completeness of (=2)) The open extension of pre-adequacy
coincides with contextual equivalence: (2)° = (=).

Proof Let x:T be a non-empty type environment, s a nameset with s = {n}, and e and €
expressions with s;x: 7T F e,e’: T. Then

ssx:ThFe=é:T
if and only if, by Theorem 4.2,
siobAxT.e=AxT.¢ :T—T
if and only if, by the definition of (=),

YC,b. s;-+C[F=T 0
= (Jr. skC[AxT €]y (1)b) <> (3t. s-C[Ax:T.€'||(1)b)

if and only if, by choosing the appropriate C for the forward direction (and the appropriate
d for the reverse), such that 0;y:v,z:T —T Fd:oand 5;2: T —T + Clz] = d[n/y] : 0, and
because capturing substitution of a closed term coincides with capture-avoiding substitution
of the same term,

vy,z,d. Q;W,ZZT%TLdZO

= (3t. skdn/y,Ax:T.e/z] |} (t)b)
<« (3r. skdn/y,Ax:T.¢ /2] 1} (t)b)

if and only if, by choosing R = {(Ax:T.e,Ax:T.¢',T —T),(n,n,v)} for the forward direc-
tion,

3AR. s,5;-FAxT.eRAxT.¢/:T—=T
AVnéEs. s,s;-FnRn:v
A Veg,e). s,s;-FegR eljio = (3. skeq(1)b)
— (3. sk, L (1)b)
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if and only if, by Definition 4.5 and the definition of (%),

3IR. s,5;-FAxT.eRAxT.¢/:T—=T
AVnées. s,s;-FnRn:v
A (s,5,R) € (=)

if and only if, by Definition 4.7,

s;x:The(2)°e:T ]

4.3 Adequacy

Our main technical tool for reasoning about equivalence in the v-calculus is the definition
of adequate sets of annotated relations. This definition permits the use of an induction in the
proofs of equivalence.

Definition 4.9 (Adequate Sets of Annotated Relations) A set of annotated relations 2 is
adequate if and only if for all (s,s',R) € 2" we have

Ve,e t,w. s,5;-FeR™ e : T
A skel(t)w
= A w,0. sEUY{E)W
A (T=0) = (w=w)
A sPt, st FwQotw T
A (st s'et’, Q) e X
ANRCQ

and similarly for all (s,s',R) € 2 1.

It is easy to see that the union of adequate sets is an adequate set. Thus, the union of all
adequate sets is the largest adequate set.

Definition 4.10 (Adequacy (=2)) Write (=) for the largest adequate set of annotated rela-
tions.

‘We now show that adequacy is sound and complete with respect to contextual equiva-
lence by showing that it coincides with pre-adequacy.

Theorem 4.11 (Soundness of Adequate Sets) If 2 is adequate then it is included in pre-
adequacy.

Proof Immediate by the definitions of pre-adequate annotated relations and adequate sets
of annotated relations. o

Theorem 4.12 (Completeness of Adequate Sets) Pre-adequacy, (%), is adequate.
Proof Let (s,s',R) € (=) and s,5';- F e R ¢’ : T. We will show that

Ve,w. skel (f)w
= 3 w,Q0. sF U)W
A(T=0) = (w=w)
A s®t, st FwQotw T
A (st st ,0) € (%)
ANRCQ
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By the definition of pre-adequate annotated relations (Definition 4.5) and the totality of
evaluation (Lemma 2.5), it suffices to show that

Vi, owow'. stell (f)w
As'Ee Y )w
= 30. s&t, 5t - FwQtw T
A (st st , Q) € (&)
ANRCQ

Letskel (f)wand s'+€ || (') w'; we will show that
(st s’ , RU{(w,w)}) € ().
For any W , ¥, To, b, and d such that
0;x:T,y:Tod:o and sot,s'@t’s FvRV T
we have

. s@rkdv/x,w/y] I (t)b
< 3t. skAy:T.d]v/x] el (t&t1) b (by properties of evaluation)

< 3. SEAyT.dV /x] U (o) ((s,5,R) € (2))
3. sSerFdV [x,w [y L ()b (by properties of evaluation.)
Therefore, by Definitions 4.5 and 4.6
(s@t,s'dt , RU{(w,w)}) € (=) O
Theorem 4.13 Pre-adequacy coincides with adequacy: (%) = (=).
Proof By Theorem 4.11 we have (=) C (%) and by Theorem 4.12 we have (=) C (x). O

From the above we conclude that the open extension of adequacy coincides with the
standard definition of contextual equivalence.

Theorem 4.14 (=)° = (=).

Proof By Theorems 4.8 and 4.13. a

5 Inductive Proofs of Equivalence

We now have a proof method for showing that s;x: T Fe=¢': T:
1. Find a set 2 containing (s,s,R) such that
5,8 (AxT.e)R (AxT.¢): T—T
Vnes. s,s;-FnRn:v

2. show that 2" is adequate, and
3. invoke Theorem 4.14 to conclude

six:The=é:T.
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We can always organise the proof of a set 2~ being adequate (step (2) above) as an
inductive proof with the following induction hypothesis:

Definition 5.1

IH 5 (k) =VY(s,s,R) € X .
Ve,e t,w. s,5;-FeR™e : T
A skelX(t)w
= 3 w,0. s L)W
A(T=0) = (w=w)
A s@t, st FwQotw T
A (set,s'et’, Q) e X
ANRCQ

The measure of the induction is the size k of the evaluation s e /¥ () w. Hence, proving
a set of annotated relations 2~ adequate amounts to proving that for all k, IH 4 (k) and
IH 51 (k) hold. For k = 0 it is trivial; for k > 0 it can be organised as an induction:

Vk. IHgf(k—l) = ]Hy(k)
Vk. IH%-fl(k— 1) - IH%—I(k)

6 Deriving Smaller Proof Obligations for Adequate Sets
By using a proof construction scheme, as in [22], we factor out the common parts of the two
inductions at the end of the previous section, and discover necessary and sufficient proof

obligations for adequacy. Thus, we arrive at the following adequacy theorem.

Theorem 6.1 A set of annotated relations 2" is adequate if and only if for all k and all
(s,s',R) € X', assuming that IH o~ (k— 1) holds, the following conditions hold:

1. Foralls,s';-=bRb :oitmustbethatb=1".
2. Foralls,s';-FAx:Ty.e R Ax:Ty.e' : To—T, and all s,5';- v RV : Ty, t, and w, such
that s+ (Ax:Ty. e) v ¥ (t)w, there exist t', w', and Q D R such that

SEAxTy. )V (W s@t, st FwQtw T
(sot,s'ot’ Q) € X

3. Foralln ¢ s there exist n' ¢ s' and Q D R such that
s@{n},s®{n'};-FnQn v (s@{n},so{n'},0) e X
4. Foralls,s';-Fn Rn|:vands,s';-FnyRnb:v
ny=ny < nj =nh

Moreover, the same conditions hold for 2"~ ".
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The first condition requires that any annotated relation R in .2 is a partial identity at
type o and the fourth condition that R is a partial bijection at type v. These conditions reveal
the essential observations of the context at base types.

The second condition requires that (s,s’,R)-related functions, applied to (s,s’,R%)-
related values, return results that are related in an extended annotated relation (s&t,s'®t’, Q)
from 2", where t and ¢’ are the namesets generated by the two applications. This condition
is reminiscent to the condition of applicative bisimulations [2], but asks for functions to be
applied to related and not identical arguments, a condition which is more characteristic of
logical relations.

The third condition requires that .Z" is closed under allocation of fresh names by the
context. This requires related functions to still return related results when applied to argu-
ments that involve arbitrarily many new names, a condition which is again characteristic of
Kripke logical relations [12].

Proof (Theorem 6.1) As we argued in Section 5, 2" is adequate iff

Vk. IH 9 (k—1) = IH 9 (k)
VK 1H s (k= 1) — TH - (8

Hence it suffices to prove that conditions 1-4 are satisfied for 2" iff
Vk. IH 9 (k—1) = IH 9 (k)

and similarly for 2"~

Forward direction: We assume that 2  satisfies conditions 1-4 of the theorem and
IH 9 (k— 1), for any k, and consider s,s', R, e,¢’,t, and w such that

(s,s,R) e X 5,8 FeR™ e T skelX()w
We need to show that there exist #',w’, and Q such that

sSESUE )W
(T=0) = (w=w)
s@t, st FwQtw . T
(sbt,s'dt’, Q) € X
RCQO

By expanding the definition of ( )" (Definition 4.4) in 5,5";- - e R™t ¢/ : T, we get that there
existd,x, T, u, and «/ such that

e=d[u/x] ¢ =du' /x| 0:x:THd:T s FuRu:T

We proceed by cases on d. The case where (d = x;) and (0; x: T + x;:0) follows by condition
1. The case where (d = (x;d})), (0;x:T - x;: Ty —T), and (0;x:T + dy : T1) follows by
condition 2 and IH 4 (k — 1). The case where (d = new) follows by condition 3. The case
where (d = (di =db)), (0;x:T -dy:v), and (0;x:T + do : v) follows by condition 4 and
IH 4 (k—1). The rest of the cases follow directly by IH 9 (k—1).
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Reverse direction: We assume that for an all k, IH 5-(k — 1) holds and for all s,s' R.d,
%,T,u,u,t, and w such that

(s, RV eZ  ssiruRd:T  stdu/x]4*@)w

there exist #,w’, and Q such that

s'Hdu /x] 4 (F)w'
(T=0) = (w=w)
sot, s @t Fw Ot w T
(sot, st ,0) €
RCO

We need to show that 2" satisfies conditions 1-4. The first condition follows by con-
sidering (d = x1), (uy = b), and (u} = b). The second condition follows by considering
(d=(x1 ), (u = Ax:Ty.e), () = Ax:Ty.¢'), (da[u/x] =v), and (do [/ /x] =V'). The third
condition follows by considering (d = new) and the final condition follows by considering
(d = if (x; =x,) then true else false), (u; =ny), (ur =ny), () =n}), and () =nj).

O

7 Examples

Using the preceding theorem, we are able to prove all equivalences in the v-calculus from
[41]. In this section we start with the proof of a straightforward equivalence and then present
the proof of the ‘hard’ equivalence (2) that we gave in the introduction.

7.1 A Simple Example: Local Names

This equivalence demonstrates that the context cannot provide names that are freshly gener-
ated and then kept local within a closure.

Theorem 7.1
0;-Fvn.Ax:v.(x=n) = Axiv.false :V—o.

Proof The theorem concerns the equivalence of two closed terms, but we want to work with
closed values. By Theorem 4.2, it suffices to show that the following two closed values are
equivalent:

N = Ay:0.vn. Ax:v. (x=n)
N Z Ay:0.Ax:v.false

To prove 0;- =N =N’ : 0— Vv —0 we need to construct an adequate set of annotated rela-
tions, 2", such that there exists R with

(0,0,R) e & 0,0;--NRN :0—»v—o

We start the inductive construction of an adequate 2 by the first two rules shown in Fig-
ure 4. Rule 2-2 fulfils Condition 3 of Theorem 6.1. Conditions 1 and 4 are trivially satis-
fied.
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1

0,0,{N.N,osv—oo)}) e X 2

(s,s',R) e & nes n s

oy ROl Ve Z © 2

(s,5',R) e X ne¢s

(sd{n},s,RU{(Ax:v.(x=n),Ax:v.false,v—0)}) € #-3

Fig. 4 Construction of adequate set of annotated relations for proving the equivalence of a simple equivalence
in the v-calculus.

We need to establish Condition 2 of Theorem 6.1 for any (s,s',R) € 2~ with s,5';- I
NRN :0—v—o.Lets,s;- bR b:o. We have

sENDY ({n}) Ax:v. (x=n) nées
s'EN' bl (0) Ax:v.false

Thus we add Rule 2"-3 of Figure 4 to the construction of 2", so we now have
(s®{n},s',RU{(Ax:v. (x=n),Ax:v.false,v—o0)}) € Z (s,s,R) e X ne¢s
We now have to check that Condition 2 holds for any (s&{n},s',R) € 2" with
s@{n},s’s-F Ax:v. (x=n) R Ax:v.false: v—o

So, let

s®{n},s’s-Fng R nfy = v
By the definition of ()" we have
so{n},s's-FnoRngy:v
Because (s,5',R) is a typed relation, ng € s; moreover, because 1 ¢ s, we have n # ng. Hence
s@{n}t (Ax:v.(x=n)) ny $(0)false
s’ (Ax:v.false) nj ||(0) false

s@{n},s';- - false R™ false:o
(so{n},s',\R) e &

This concludes the proof of adequacy of 27, and by Theorem 4.14

0;-FN=N:v—=o O
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1

0,0,{(N,N',o—~(v—=0)—0)}) € Z 2

(s,s',R) e & nes n s

ol RO ez © 2

(s,s,R) e & {ni,m}Ns=0
(s®{n1,m},s ,\ RU{(U(n1,m),M',(v—=0)—0)}) € Z

-3

(s,s',R) e X soNs=0

-4
(sso,s’,R) € X

Fig. 5 Construction of the primary adequate set of annotated relations for proving the canonical ‘hard’ equiv-
alence in the v-calculus.

7.2 The ‘Hard’ Equivalence

Here we prove the canonical ‘hard’ equivalence (2) of the v-calculus, discussed in the intro-
duction. This has previously only been validated with the use of game semantics [3], and a
logical relation designed particularly for this example [41]. Our proof here uses operational
semantics and two adequate sets of annotated relations.

Theorem 7.2 If we define
MZvn;. vy U(ng,ny)  Ulngng) S Afv—o.((fm)=(f m))
M EAf:v—o0.true

then ;- M =M': (v—=o0)—o.

This example is tricky because, when the result of evaluating M is applied to an argument
f that is supplied by the context, the names n; and ny are not kept entirely private: they
are passed as arguments to f. However, the fact that the names cannot be communicated
between subsequent applications of f (the language has no store) suffices to ensure that the
outermost application of U (n,n;) will return true.

In the evaluation tree of the application f n; (and f ny), the abstraction U (ny,n,) may
be applied again to an abstraction g that knows the name n; (respectively ny) and cause
the inner application of U(n;,ny) to return false. Such an example is the application of
U (ny,ny) to the abstraction

def

F=Ax:v.(U(ni,n) (Ay:v.(x=y)))

where the inner applications of U (ny,n;) will return false. Nonetheless, due to symmetry
of the evaluation trees of F' n; and F ny, they both return the same boolean value and thus
the overall computation returns true.

Proof From Theorem 4.2, it suffices to show that the following two values are equivalent.

N dér),yto. vny.vny.U(ny,ny)
N € Ay:0.Af:v—0.true
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To prove (0,0;- F NRN' : 0—(v—0)—0) we will construct two sets of annotated
relations 2~ and % and prove that both are adequate. The first set 2~ will be the main set of
our proof and, as required by Theorem 4.14, will contain an annotated relation (0,0,R) € 2~
such that

0,0;-FNRN' :0—(v—0)—o

This set will essentially specify the possible worlds (s,s’, R) under which the abstractions
U (ny,ny) and M’ will need to be applied to related arguments and satisfy the second condi-
tion of Theorem 6.1. Hence, to prove adequacy of .2~ we will need to show that in any such
possible world (s,s’,R), and for any values u and «’ of type (Vv —o0) related in this world,
the applications (U (n;,nz) u) and (M’ u') will both return true. As one would expect, the
interesting part of this proof is showing that under the nameset s, the applications (x n;) and
(u ny) will evaluate to the same boolean constant.

We will prove this by making use of the second set of annotated relations %/. First we
establish a correlation between 2 and #: we show that for all worlds (s,s’,R) € 2, there
exists P such that the world (s, s,P) is in ¢ and

Vv, 5,8 FvRY T = s,5,-FvPv:T

This means that when we pick a possible world (s,s’,R) from 2" in which we perform the
applications (U (ny,n;) u) and (M’ u'), there is a world (s,s, P) in % where

s,83-FU(np,np) PU(np,m) : (VvV—o0)—o
5,8 FuP™u:v—o

We will construct ¢ in such a way that when s,s;- = U(ny,n2) PU(ny,n2) : (v—0)—o
then

s,8;-Fn Pny:v s,85-FmPny:v
Therefore we have that the applications of interest are related in P<t:
s,83-F (uny) P (uny): o

By proving that % is adequate we will prove that these two applications will result to the
same boolean constant, which completes the proof of the example.

We start the construction of 2" by the first two rules of Figure 5. Rule .2-2 ensures
Condition 3 of Theorem 6.1. Conditions 1 and 4 are trivially satisfied. We need to establish
Condition 2 of Theorem 6.1 for any (s,s',R) € 2 with s,s';-F NRN': 0= (v—0)—o.
Lets,s’;- bR b : 0. We have

sEN b ({n1,n})U(ny,ny) {n1,m}Ns=0
SEN b 0)M

which leads us to add Rule 2"-3 to the construction of Z". Hence we now have
(s@{n1,m},s ,\RU{(U(ni,n),M,(v—=0)—0)}) € X

It remains to establish Condition 2 for any (s®{nj,m},s',R) € Z with
s@{n1,m},s"s- FU(n,m) RM : (v—0)—o.Let

s{ni,na},s"s- - up R wp:v—o

s@&{n1,m} U (ny,na) up I (1) w
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-1

(0,0,{(N,N,o—(v—0)—0)}) €Y

(s,5,R) e ¥ nes
(so{n},sa{n},RU{(n,n,v)}) € ¥ 72

(s,s,R) e ¥ {ni,m}Ns=0
0 =RU{(n1,n2,V),(n2,m,v),(U(n1,m2),U(n1,m2),(v—0)—o0)}

(s®{n1,n2},s®{n1,n2},0) €Y 73

(s,8,R) e ¥ soNs=0

-4
(sBso,sBso,R) € ¥

Fig. 6 Construction of the auxiliary adequate set of annotated relations for proving the canonical ‘hard’
equivalence in the v-calculus.

We need to show that there exist Q, ', and w' such that
s'EM () v w=w
(so{n,m}et,sor',0) € 2 RCQ

But we have
s'"F=M" ;| (0) true

Thus #' = 0, w' = true, and Q = R. It remains to show that for some ¢,
s®{n1,n2} FU(ni,np) us |l () true (s®{n,m}e®t, s ,\R) ¢ &

We add Rule Z"-4 to the construction of 2" in Figure 5 which discharges the second proof
obligation. It only remains to show that the first application evaluates to true. By the prop-
erties of evaluation, it suffices to show that there exist b, t1, and ¢ such that

s@{ni,m}turnd(t)b
s@{nl ,nz}@h = us nm (l‘)b

or, from Lemma 2.3, it suffices to show that there exist b, t1, and ¢ such that

s{ni,na}upny (1) b
S@{I’l],ﬂz}"uf nzl}(t)b

We show this by a second use of our proof technique: constructing an auxiliary adequate
set # of annotated relations such that there exists a relation P with

s&{ni,np},sd{n1,m};- (uyny) P (upmy):o
(s&{n1,m},s&{n,m},P)e¥.

The construction of % is shown in Figure 6. A correlation between the two sets of annotated
relations 2~ and ¢ is established by the following lemma:
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Lemma 7.3 Forall (s,s',R) € &', there exists P such that

(s,8,P) e
v, s, FvRYV T = s,5;-FvPv:T

Proof We proceed by induction on the construction of 2.

CASE Z'-1:

(0,0,{(N,N',o— (v—=0)—0)}) € X
This case is trivial because, by #/-1:

(0,0,{(N,N,o—(v—0)—0)}) €.

(s,s',R) € & negs nds

(so{n},se{n'},RU{(n,n',V)}) € X
By the induction hypothesis at (s,s’,R) € 2~ we get that there exists P such that

CASE Z-2:

(s,s,P) €Y 4
v, 5,8 FvRY T = s,5;-FvPv:T (@)

By #/-2 and (4) we get that
(se{n},s®{n},PU{(n,n,v)}) e ¥
Now let s{n},s'®{n'};- Fv (RU{(n,n',v)}) V' : T. We have two cases:
1. s,s';-FvRV : T.By (5) we gets,s;- v Pv:T,and thus
s@{n},s®{n};-Fv(PU{(n,n,v)})v:T
2. v=n,v=n', T = v. It is immediate that
s@{n},s@{n};-En(PU{(n,n,v)})n:v.

(s,s,R) e X {n1,m}Ns=0

(s®{ny,m},s', RU{(U(n1,n),M',(v—=0)—0)}) € Z
By the induction hypothesis at (s,s’,R) € 2~ we get that there exists P such that

CASE Z-3:

(s,8,P) e 6)
Vv 5,8 FvRY T = s,5,-FvPv:T (7)

Let
Q =PU{(n,n2,v),(n2,n1,v), (U(n1,n2),U(n1,n2),(v—0) —0)}
By #/-3 and (6) we get that
(s{n1,m},s®{m,n2},0) €Y
Let
s®{n1,m},s’s- Fv (RU{(U(ny,m),M ,(v—=0)—0)})V:T

‘We have two cases:
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1. s,5';-FvRV : T.By (7) we get s,s;- = v Pv: T, and thus
s@®{n1,m},s&{n,m};-FvQOov: T
2. v=U(m,m),V =M, T = (v—0)—o. It is immediate that
s@&{n1,m},s®&{n,m};-FU(ni,n2) QU(ni,m): (v—o0)—o.

(s, \R) e & soNs=0
(s®so,s' ,R) € X
Immediate by the induction hypothesis at (s,s',R) € 2" and % -4. O

CASE 2 -4:

(Continuing proof from page 19.) We have that

(so{n1,m},s',\R) € X
s®d{ny,mp},s"s- FUmy,m) RM' : (v—=0)—o
s@&{ni,na}, s’ up R ulp v —o
Therefore, by Lemma 7.3, there exists P such that
(S@{n17n2}as®{nl7n2}ap) ey
s@{ni,nm},s®{n1,m};- = U(ny,np) PU(ny,ny): (V—0)—o

By construction, the value relations in the tuples of % relate names to names, the term
N to itself (by rule #/-1), and values of the form U (n,m) to themselves for any n and m (by
rule %/-3). Hence, by an easy induction on the construction of %/, we derive that because
U (n1,ny) is related to itself we also have

s®{ny,n},s®{n,m};-Fny Pny:v
s®&{n1,m},s®{n,m};-FnaPni:v

By construction of 27, there exist X, , d, n,n’, and 71,73 such that

0;x:(v—o0)—o,y:vEd:v—o

s@®{n1,m},s's- FU(ny,ny) RM : (v—o0)—o

s@&{n,m},s;-FnRn v

uf:d[&mzi)/x,n/y]

iy = M T )]

Thus, by Lemma 7.3,

s®{ni,na};- FU(n1,n) PU(np,na): (Vv—0)—o
s@{n,m};-FnPn:v

and therefore
s®{ni,n},s@{ni,m}; Fuyr pot us:vV—o
From the above we get

s@{ni,m},s@{n1,n2}; -+ (uyny) pet (upna):o
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It remains to show that ¢ is adequate by showing that it satisfies the conditions of
Theorem 6.1. % trivially satisfies Conditions 1 and 4 of Theorem 6.1. Condition 3 of the
theorem is fulfilled by Rule #/-2. It remains to prove Condition 2 for all related abstractions.

Let (s,5',R) € # . It is the case that % is the identity modulo the crosswise renaming
of some names. Thus s = s’ and for some names 77,7, and values v we have that R =
{v), (n1,m2), (n2,m)}.

Therefore, we consider (s,s,R) € %, and prove Condition 2 for the following cases:
CASE 1: s,5;-FNRN:0—(v—0)—o0

Lets,s;- bR b:oand sk-N b % ({ny,n2})U(n;,ny). By Rule %-3, there exists Q
such that

0 =RU{(n1,n,v),(n2,n1,v),(U(n1,n2),U(n1,m),(v—0)—0)}
sENDY ({n1,n})U(ni,nm)
s@{n1,m},s@{n,m ;- FU(np,n) Q¥ U(ny,m) : (Vv—=0)—o
(se{ni,m},s®&{n1,m}, Q) e ¥

CASE 2: s,5;-FU(ny,ny) RU(np,m) : (VvV—0)—o
Let 5,5;- F VROV : v—0 and sk U(ny,n) v ¥ (t) b. By the properties of evaluation
we have t = 51®s, and

sty $571 (s1) by 8)
s@syFvny I (s7) by ©)
By Lemma 2.4,
sty 157 (52) by (10)
Because

5,8 F(vn)) R™ (V mp) 10 5,8 (vm) R® (V) o

and by IHy (k— 1), (8), and (10) we get that there exist Q1 and Q; such that
sEV mp U ()b sDs1,sDs|:-F by Q19D i 0 (s®s1,5Ds),01) €Y
sV iyl (sh) bl s®s2,5Dsh; by Q2% b i o (sDsy,s®sh, Q2) €Y

By the definition of ( )CXt we get that b = b’1 and by = b’z. Because each relation in % is
annotated with identical stores, s; = s’I and 5o = s’z. Therefore

sEV na ) (s1) by
sEV | (s2) by
By (9) we get that s; N'sy = sMN sy = 0. Thus, by Lemma 2.3 we get
s@sy Vv o ) (s1) by
and by the properties of evaluation,
sE((0 n) =V n2)) I (s1s2) b
Furthermore,
sPs1,sBs1;-FbR b o
and by Rule /-4 we get
(s®s1,s®s1,R) € ¥
Therefore, % is adequate. O
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8 The Formalization in Coq

As should now be clear, both the metatheory and application of our bisimulation, although
elementary, involve lengthy and rather fiddly calculations, the correctness of some of which
one could be forgiven for doubting. We have formalised the semantics of the v-calculus
and the soundness? (though not the completeness) of our theory in the Coq theorem prover
[8]. We have also formalized the full proofs of the example equivalences presented in the
previous section.

There are still two axioms in our development, concerning well known basic properties
of v-calculus evaluation that are proved in Stark’s thesis [41]. These are the determinacy
lemma (Lemma 2.6) and the totality lemma (Lemma 2.5). These are entirely standard results
and proofs, the mechanisation of which is not especially interesting.

8.1 Semantics of the v-calculus

There has been much recent research effort expended on reducing the pain of doing mech-
anised reasoning about syntax involving binders, most notably under the umbrella of the
POPLmark challenge [5]. We were pleased to find that this effort is paying off: our formali-
sation uses a Coq framework for ‘locally nameless’ reasoning about binding due to Aydemir
et al. [6,10], which worked very well.

The locally nameless style uses de Bruijn indices for bound identifiers and names for free
variables. The benefit of this representation is that each alpha equivalence class has a unique
representation. A further feature of the framework is the use of cofinite quantification for
free variables; the definitions and tactics provided by Aydemir et al. make it very convenient
to generate fresh variable names whenever they are required in proofs.

Following this framework we define an inductive set of pre-terms that contains the en-
codings of all valid terms of the v-calculus, as well as some invalid ones (e.g. terms with
wrong de Bruijn indices):

Inductive trm : Set :=

| bvar : nat -> trm
| fvar : var -> trm
| abs : typ -> trm -> trm

This set of pre-terms is sufficient for many of our lemmas, usually the ones that require
induction over terms. For others, as well as for the definition of the typing relation, one
needs to exclude the illegal terms, which is done by the following inductive predicate:

Inductive term : trm -> Prop :=

| term_var : forall x, term (fvar x)
| term_nam : forall (n : nam), term (name n)
| term_abs : forall L t1 U,
(forall x, x \motin L -> term (t1 ~ x))
-> term (abs U t1)

Top-level de Bruijn indices are not valid terms; they can only appear under binders. Even
then there should not be any dangling indices. The rule for abstractions excludes such terms.

2 We prove soundness with respect to the characterization of contextual equivalence given by the Context
Lemma of [41].
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It states that the abstraction is valid when its body, with all references to the abstraction’s
binder replaced with a fresh variable (t1 ~ x), is a valid term. Freshness here is expressed
by requiring to provide a finite set of names, L, for which all names not in that set prove
the premise. This co-finite quantification establishes stronger induction hypotheses than just
requiring x to be disjoint from the free variables in t1. A similar co-finite quantification is
used in defining the typing relation:

Inductive typing: nameset -> env -> trm -> typ -> Prop:=

| typing_abs: forall L s EU T ti,
(forall x, x \notin L
-> (typing s (E& x " U) (t1 "~ x) T))
-> typing s E (abs U t1) (arrow U T)

Here E & E’ concatenates two environments (or substitutions), and x ~ U is the singleton
environment that binds x to the type U.

For our formalisation of bisimulations we needed multiple substitutions, which we got
by instantiating the polymorphic library for environments from [6,10] to give finite maps
from identifiers to trms and then defining a fold function to actually apply the substitution.

8.2 Relations

We encode typed relations as sets of tuples of nameset, type environment, terms, and type:

Definition TRel := nameset -> env -> trm -> trm -> typ -> Prop.

We similarly encode generalised typed relations that contain two namesets.

Definition GTRel := nameset -> nameset -> env -> trm -> trm -> typ -> Prop.

An annotated relation of Section 4 is encoded as a generalised typed relation where all
tuples have the same two namesets, empty type environments, and the terms are values of
the type in the tuple, under the corresponding namesets. The following predicate encodes
these conditions:

Definition isAnnotRel (R : GTRel) : Prop :=
trcRel R
/\ (exists sl, exists s2, nonempty R sl s2 empty)
/\ (forall s1 s2 E t1 t2 T,
(R sl s2 Etlt2T) -> (can s1 t1 T) /\ (can s2 t2 T))
/\ (forall s1 s2 E t1 t2 T,
forall s1’ s2’ E’ t1’ t2’ T,
(Rsl1s2Et1t2T/\Rsl’ s2” E> t1’ t2° T?)
-> (s1 = s1’) /\ (s2 = s27)).

The first conjunct trcRel R encodes the requirement that R is type-respecting and contains
only closed terms. The third conjunct encodes the requirement that all terms in R are values
(canonical forms), and the last conjunct that all tuples in R contain the same two namesets.
The second conjunct requires that R contains at least one tuple with namesets s1 and s2 and
is a way of expressing that R is always annotated with two namesets.

We encode Context Closure of GTRels (Definition 4.4) in two parts. First we construct

the [v/x] and [V//x] of Definition 4.4 by defining an inductive relation on ‘synchronised’
environments and substitutions containing closed expressions from a value relation R.
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Inductive InSync (R:GTRel) (sl s2:nameset)
: env -> substitution -> substitution -> Prop :=
| insync_empty:
nonempty R sl s2 empty
-> InSync R sl s2 empty empty empty
| insync_push:
forall E subl sub2 x T t1 t2,
InSync R s1 s2 E subl sub2
-> R sl s2 empty t1 t2 T
-> closed_subst (subl & x ~ t1)
-> closed_subst (sub2 & x ~ t2)
-> InSync R s1 s2 (E & x ~ T) (subl & x ~ t1)
(sub2 & x ~ t2).

For a relation R annotated with namesets s and s’, the empty environment and the empty
substitutions are synchronised. When E, sub1, and sub2 are synchronised under the relation
R, and the stores s1 and s2, then their extension with a single mapping from a variable x to,
respectively, a type T, a term t1, and a term t2 from R is also synchronised. The predicate
closed_subst ensures that the resulting substitutions are valid. R is normally type-respecting,
thus the constructed sub1 and sub2 can be used to close any term typeable under E.

We then define an operation substClosure that combines two relations, one for contexts
(r) and one for terms (Q), into a new relation using substitutions. By giving the identity
relation as the first argument and R as the second, one obtains the context closure R, The
definition of substClosure is as follows:

Definition substClosure (R:GTRel) (Q:GTRel) : GTRel :=
fun (sl s2:nameset) (E:env) (t1 t2:trm) (T:typ) =>
(E = empty)
/\ (exists srl, exists sr2, exists sql, exists sq2,
s1 = (sr1 (U) sql)
/\ s2 = (sr2 (U) sq2)
/\ (exists subl, exists sub2, exists tdil,
exists td2, exists E,
R srl sr2 E tdl td2 T
/\ InSync Q sql sq2 E subl sub2
/\ t1 = <[ subl 1> tdi
/\ t2 = <[ sub2 1> td2)).
where s1 (U) s2 is the syntax for union of namesets. This construction unions the namesets
from the two relations, but in the case of R, defined to be (substClosure IdCxtRel R),
sr1 and sr2 are always empty, thus all names come from the second relation. Here IdCxtRel
is the identity type-respecting GTRel with empty namesets and non-empty typing environ-
ments:

Definition IdRel : GTRel :=

fun (sl s2 : nameset) (E : env) (t1 t2 : trm) (T : typ) =>
(s1 ; El=t1 ~:T) /\ (s2 ; E |=1t2 ~: T)
/\ (t1 =t2) /\ (sl = s2).
Definition IdCxtRel : GTRel :=
fun (sl s2 : nameset) (E : env) (t1 t2 : trm) (T : typ) =>

emptyns = s1 /\ emptyns = s2

/\ IdRel emptyns emptyns E t1 t2 T.

The proof of soundness, as well as the proofs for particular equivalences, are fairly
lengthy, but manageable. Having made the essential representation choices for terms and
relations, as sketched above, the formalization broadly follows an (unusually pedantic) on-
paper development. The line counts of different sections of the Coq development are cur-
rently as follows:
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Section Lines
Library from UPenn 3148
Semantics, general lemmas, multiple substitutions 3188
Infrastructure about relations 2132
Soundness proof 2301
Simple example 811
Hard example 2740
Total 14320

9 Related Work on Bisimulations and Equivalence

Bisimulation originated as a technique to characterize the behavior of non-deterministic
systems [31,15,16]. Abramsky [2] adapted this idea to deterministic languages, creating
what is known as applicative bisimulations, and used it to reason about an untyped lazy
lambda-calculus. Gordon and Rees [14] applied applicative bisimilarity to one of the state-
less, typed, object calculi of Abadi and Cardelli [1] and proved that it coincides with con-
textual equivalence. Applicative bisimulations have also been used in continuation-passing
style languages to prove contextual equivalence. For example, Tiuryn and Wand [45] pre-
sented a continuation-passing model of an untyped lambda-calculus with input and out-
put, and proved that applicative approximation coincides with contextual approximation.
Recently, Koutavas, Levy and Sumii [20] showed that the simple condition of applicative
bisimulations at function type is unsound for sequential higher-order languages with local
state or existential types.

Sumii and Pierce [44,43] made possible the use of bisimulations in sequential higher-
order languages with existential types and dynamic sealing of values. They replaced a single
bisimulation with a set of partial bisimulations, each corresponding to a “world”, represent-
ing the conditions of knowledge, or the state, in which it holds. Similar ideas have previously
been used in process calculi (e.g., [11,32]) and suggested for imperative languages [25].
Their method, as presented, has limited applicability when dealing with some equivalences
of higher-order procedures [27].

Koutavas and Wand, whose work we continue here, extended Sumii and Pierce’s bisimu-
lations to a lambda calculus with general store, an object calculus, and a class-based calculus
[22,21,23] where parts of the store are hidden from the context. They used an up-to context
technique [35,36,39] to account for large parts of the relations and reduce their size, and
introduced an induction hypothesis in the definition that can be used to immediately reason
about smaller related computations, including computations that “leak” from the context
into the procedures; a similar suggestion of conditions using up-to context and induction
was originally made by Sumii and Pierce [44] but was not developed in detail.

Recently, Sangiorgi, Kobayashi, and Sumii [38,37] presented an alternative formula-
tion of Sumii-Pierce-Koutavas-Wand bisimulations dubbed environmental bisimulations.
The development starts by defining a bare-bones bisimulation a la Sumii and Pierce on a
small-step semantics and then builds on top of that a number of up-to techniques. Their
formulation uses an up-to expansion and reduction technique instead of the induction hy-
potheses we use here. Moreover, due to the use of small-step semantics, their technique can
be used to characterize reduction barbed congruence in concurrent languages, where the
branching structure of the terms is important. The big-step bisimulations we use here and
environmental bisimulations seem to be equally effective in proofs of equivalence for the
languages on which they have been defined.
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Also recently, Stgvring and Lassen [42] presented an eager normal form bisimulation
for a language with control operators and general references. This is an extension of previous
work from Lassen [26], where, roughly, two expressions are bisimilar if they have bisimilar
normal forms. They make use of possible-worlds relations, similar to the ones we use here.

Of course, there is also a vast literature on contextual equivalence and full abstraction
using techniques other than bisimulation, most notably game semantics and various kinds
of logical relation (defined over an operational or a denotational semantics). We have al-
ready mentioned much of the previous work on applying such approaches to modelling and
reasoning the v-calculus in the introduction. Game semantics have provided fully abstract
models of the v-calculus [3,46], though the precise nature of the connection between such
models and Kripke-style relations of the sort used here seems both unclear and deserving of
further investigation. It would also be interesting to see if game-based techniques for fully
automated equivalence-checking [17] could be applied to tricky v-calculus equivalences.

Stark [41,40] gives an adequate model of v-calculus in the functor category Set” | in-
terpreting types as ‘variable sets’, indexed by a finite set of generated names. The type of
names is interpreted by the inclusion functor .# < Ser, with generation of fresh names ac-
counted for via a computational monad [28], § on Ser”, the functor part of which is given
by 6X(n) = X(n+ 1). These functor category models can then be refined by parametric
logical relations to get closer to (but not, so far, provably achieve) full abstraction. Simi-
lar uses of functor categories were previously made in giving models for local variables in
Algol-like languages [34,30], and these were also refined with logical relations [29] to yield
proof techniques that could cope with ‘tricky’ equivalences involving encapsulated state; the
‘Meyer-Sieber examples’ being a canonical list [27].

The full subcategory of Ser?” with pullback-preserving functors as objects is equivalent
to the category of nominal sets (also the Schanuel topos). Objects of this category are sets
X equipped with a permutation action perm(A) x X — X for a countably infinite set A of
atoms (names), such that every element has finite support (a finite subset of A such that
the element is fixed by every permutation that fixes the subset). The fully-abstract game
semantics of Abramsky et al. [3] is built over nominal sets, which have also been used
in modelling references in ML-like languages [7,9]. Nominal sets have been extensively
investigated and exploited in the context of formal manipulation of syntax with variable
binding [13,48], an issue that arose in our Coq formalization, and which we addressed by
using the ‘locally nameless’ library [6,10].

The current state of the art in non-bisimulation reasoning about contextual equivalence
in ML-like languages uses quite sophisticated step-indexed Kripke logical relations defined
directly over an operational semantics [12]. Step-indexing [4], which has been widely used
in recent years, involves stratifying predicates and relations by a number of evaluation steps.
Whilst this may seem superficially similar to the use we make of sizes of evaluation trees in
inductive proofs of adequacy (Section 5), step-indexing is really a technical device to deal
with various forms of circularity that arise when dealing with recursion, recursive types,
higher-order store or recursively-defined possible worlds. None of these issues are relevant
for the v-calculus and steps do not occur in our definition of Adequate sets of relations,
nor in the construction of such sets, so these two uses of the natural numbers do not really
seem to be connected. However, there are many suggestive similarities between the different
approaches to reasoning about generativity and encapsulation (such as the explicitly game-
like structure of the parameters in the logical relations of Dreyer et al. [12], and the Kripke-
like structure of our bisimulations noted in Section 6), and a better understanding of their
relationships is long overdue. Recently, relation transition systems [18] have been proposed
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as a method for proving equivalence of ML-like programs, which combines aspects of the
two techniques.

10 Conclusions

We have introduced a bisimulation for the v-calculus that is both sound and complete for
contextual equivalence, and can be used in practice to establish contextual equivalences that
were previously only provable in rather sophisticated game semantic models or by logical
relations designed specifically for these examples. Moreover we formalized the relation, its
soundness and the proofs of these equivalences in Coq.

The Coq development is a little on the large side, perhaps leading one to question the
viability of this technology. However, there is no use of automation beyond that in the li-
brary from UPenn and the majority of the development was carried out in around 3 months
by someone with no previous experience of mechanical theorem proving. The framework
and library for locally nameless reasoning was extremely useful. We remain convinced of
the value of mechanizing this style of reasoning, not just for metatheory but also for spe-
cific examples, which tend to involve long error-prone calculations that are inherently less
interesting than those required to establish general facts about the language.
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A Omitted Proofs

Theorem 4.2, reducing general contextual equivalence to equivalence of closed values, is established via an
auxiliary congruence relation (=), shown in Figure 7.

We write s;I" - e <™ ¢’ : T when there is some derivation tree of height less than m for the relatedness

judgement. The following lemma states several useful properties of the (<) relation.

Lemma A.1 (Properties of (x))

1.
2.
3.
4.
5.

Ifs;T’'=b<b :othenb=1"".

Ifs;TFe<eé :Tthensds';T'-e<e :T.
Ifs;Fl—eg<e':Tands;F0I—C;[-]lt:iToithens;H)l—C@-\< C[e’]:J‘o.
Ifs;x:The<e :Tyands;-Fv <V :T thens; Fe[v/x] < €[v/x] : To.
Ifs;CFAx:Ti.e < Ax:T.e : Ty =T thens;I,x: Ty Fe< e : D.

Proof The first property is immediate by construction of (<) and the second by Lemma 2.1. We prove the
third property by induction on the typing derivation s; Iy - C [hT" : Tp and the fourth property by induction on
the sequence x: 7.

We prove the last property by induction on the height of the derivation s;I" - Ax:Tj.e < Ax:Ty.¢€ :

T1 — T» using the following induction hypothesis:

IH(m) =Vs,,x,T1,Ts,e,e .
;T FAxT.es" Ax:Ti.e : T\ =T
= s;[x:TiFe<e: D

The base case is trivial. In the inductive case we assume

s THAxT.e<" AxT.¢ T\ =T

and take cases on this derivation. There are three cases that apply:
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nes
s;ox:ThEx<x:T ;" Ftrue < true:o s;I'F false < false: o s;sI'kEn<Ln:v

s;I F ey -\<€,1 T —T
s;Tx:TiFe<e: D ssTFex<eés: Ty
;"' Fnew < new: Vv s;TF (AxTy.e) < (AxTy.e): T =T s;lTFejexxeléy: Ty

s;FFelﬁe’I:v

x;FFe0<66:o x;FFe|<e/1:T s;FFezﬁe'Z:T S;erz<e/2:v
s;Fif eg then e else ey < if ¢ thene] elsees: T ssTE(e1=e2) < (€] =€) :0
s;Dx:TyFe<e:T ssTx:TyFe<e:T s;FvV Ty
s;Cx:TFe<x (AxTy.e)x: T s;TFe[v/x] <€V /x]: T

Fig. 7 The congruence relation ().

ssTy: T =hFy<s"y: T} =T s FAxT. e <™ AxT.¢ T\ =T )
CASE - 7 , mp <m, my <m: This
s;TEy[AxTi.e/y] ST y[AxTi. € [y] : Ti —Th

case follows by IH(my) and s;- F Ax:Ty.e ™ Ax:Ty.e : Ty = Th.

s;0,y: Ty Ax:Ti.eg <™ Ax:Ty.ey: Ty =T si-Fv™y T
;T Ax:T.eo[v/y] <" Ax:Th.egV' )y : Ti =Ty
e =ey[V'/y]: By IH(m;) and s;T",y: Ty - Ax:Ty.eg <™ Ax:Ty.ep - Ty — T we get

CASE , my <m,my <m,e=ev/y],

s;C,y:To,x:TiFeg<ef: Ty
and therefore

s;Cx:Ty Feov/yl < ep[v/y): T

CASE sOxTires" e This case follows by IH(m — 1) 0
. 1S case I011ows - .
ssTHAxT.e <" AxT.¢ T\ =T y

The following lemma says that (in a suitably generalised sense) evaluation preserves (<):
LemmaA.2 Ifs;x:TFe<e :Tands;-+v=<V :T then if s-e[v/x] | (t)w, there exists w' such that
stV /x4 ()w sot;-Fw=w T
and similarly for any t,w' such that s-e' [/ /x] | (t) w'.

Proof We give the proof for the forward direction; the converse is similar. We define the lexicographic
ordering (<iex) of pairs of natural numbers by

(i, ]) <iex (k1) if i<kor(i=kand j<I)

and proceed by lexicographic induction on the pair of sizes (k,m) of the derivations s+ e[v/x] ¥ (t)w and
s;x:T Fe=<"™¢ : T. The induction hypothesis is the following.

IH (k,m) v, e e, s,w,t.
(ssxiThex"e :T)A(s;-Fv=<V:T)
A (sh-e[o 4% (1))
= . (st /I @O)W) A (st Fwsw' : T)
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We will prove that, for all k and m, IH (k,m) holds by proving that for any k and m
(Vj,n. (j,n) <iex (k,m) = IH(j,n)) = IH(k,m)
Assume
vj,n. (]7") =<lex (kam) = IH(j:n)

and s;x:T Fe<"e :T,s;-Fv=<V :T,and st e[v/x] I} (1) w. We proceed by cases on s;x:T e <" ¢
T. Most cases easily follow from the induction hypothesis. The interesting cases are the ones for lambda
abstraction and application, and the beta and substitution rules shown above.

sx:T,y:TiFeg<"ef: Ty )
six:T = AyTi.eo <™ Ay:Ti.eq:Ti =T
sEAy:Ty.epV' /x| (0) Ay:Ti. ep[v' /x] and by Lemma A.1 (4):

CASE We have s+ Ay:Ti.eo[v/x] ¥ (0) Ay:Ty.eo[v/x] and

s;-F AT eo[v/x] < Ay:Th eV /x] : T > T

s;x:Tokep ™ ey T —=T
s;x:ToFey <™ ey Ty
s;x:Tok(eyex)x"ey éy: T
52, 53, 7Ly:T2. e3, wp, and k <k

CASE , my <m, my < m: We have st (ey e)[v/x] ¥ (¢) w, thus for some s1,

sFel[@] Uk (s1)Ay:Tr. e3
st eav/x] Y% (s2) wa
s®s1®sy - es[wa /y] W3 (s3)w

and 1 = sBs| DsyBs3. By IH (ki ,my) and IH (ky,m; ), there exist Ay:T5. €5 and wj, such that
ske) [T/x} U(s1) Ay:Tr. € s®s1;-FAy.e3 < Ay.es =T
leeé[Tﬁ]u(sz)wé s®s1Ds2; Fwy g wh: Ty
Therefore, by Lemma A.1 (2),
s®s1Ds2;-FAy.es < Ay.ey =T
and by Lemma A.1 (5), for some m3,
s@s1@s2;y:Thles <™ ey T
Because k3 < k, it is (k3,m3) <ex (k,m). Thus, by IH (k3,m3) we get that there exists w', such that
s®s1Dsp s [wh /] I (s3)w' SDS|Dsr®s3;- Fw=w T
and therefore, by the evaluation rule of application,
sk (el )/ b ().

sx:T,y:Tobe<"le:T I
CASE ——:0¥ 10 — ; : We have st e[v/x,u/y] |¥ (t)w. By IH(k,m — 1) we get that
s;sx:T,y:ToFex" (Ay:To.e)y: T

for any u’ with s;- - u < u' : Ty there exists w’ such that

sk [V [ HOwW  s@r-Fwsw T

and therefore st ((Ay:Ty. ¢') y)[V/ /x,u’ [y] | ()W'.

six:T,y:ToFes™ e : T
CASE suxmu i T < < m: We have sk e[v/x,u/y] U () w. By IH (k,m1)
— , my <m, my <m: Wehave ske[v/x,u w. my) we
s;x:T Fefu/yl <" e /y]: T ! 2 MY y 1
get that there exists w’ such that

sV e LW setEwsw T

which concludes this proof. O
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It is immediate by the above lemma and Lemma A.1(1) that (<)-related expressions at type o evaluate
to the same value:

Corollary A3 Ifs;-Fe < ¢ :o,tis a nameset, and b a boolean value then
skel(t)b <= sk |L(1)b.
We can now give the proof of Theorem 4.2.

Proof (Theorem 4.2) The forward direction follows directly by the definition of (=). For the converse direc-
tion we need to show that for all contexts C with s; - = C[-].: 0 and boolean values b,

(3t. skCle]ll (1)b) < (3t. sk-C['] | (t)D)

assuming s; F Ax:T.e=Ax:T.¢/ : T—T and x: T € I". By construction of (<) and Lemma A.1(3),

53+ Cle] < C[(Ax

T.e)x)...xy]: 0 an
5;-FCle) < C[(Ax:T. ) x1...x] 1 0 (12)

Hence

3t. skCle]l(1)b
iff 3t. sEC[(Ax:T.€) x1...x,) 4 (£)b (by Corollary A.3 and (11))
iff 3t. sk C[(AXT. &) x1...x) U (1) b (by Definition 4.1)
iff It. sEClY(t)b (by Corollary A.3 and (12)) O



